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The interplay of digitalization, sustainability, 
and consumption

Digitalization and sustainability are often referred to as two 
megatrends that are shaping the economy and society (Del Río 
Castro et al. 2021, BMU 2020). However, the two phenomena 
are very different: digitalization is massively changing reality and 
influencing almost every aspect of our lives, while sustainabil­
ity is a normative goal that has not yet become a reality in most 
areas. We believe this is especially true in the area of sustainable 
consumption. We agree with other scholars that whether digital­
ization supports or threatens sustainable goals depends on how 
it is shaped by political and societal actors (Frick et al. 2021, Lange 
and Santarius 2020, Osburg and Lohrmann 2017, WBGU 2019). 
In the area of consumption, digitalization has the potential to 
support sustainable development by promoting reuse, repair, 
sharing, and the circular economy. Although these effects are 
already being observed to some extent (Gossen et al. 2022), we 
believe these positive trends are outweighed by unsustainable 
consumption patterns that are perpetuated and reinforced by 
digital business models (e. g., Lange and Santarius 2020).

The dominance of growth and profit in our economy and so­
ciety is driving digitalization. This trend tends to have a negative 
impact on the environment, as it enables increases in effective­
ness and productivity that translate into lower prices and conse­
quently overproduction and overconsumption (Pfeiffer 2021). At 

the same time, digitalization has significantly changed the way 
market processes work: to gather data about individuals and the 
world around them, digital platforms employ the latest data an­
alytics methods and computational capabilities with the goal of 
“to know, control, and modify behavior to produce new varieties 
of commodification, monetization, and control” (Zuboff 2015, 
p. 85). This “surveillance capitalism” (Zuboff 2015) has given un­
precedented power to technology corporations, while tracking 
consumers’ online behavior to personalize online content and 
increase revenue is likely to increase consumption (Kahlenborn 
et al. 2018, Kish 2020).

We believe that it is both possible and necessary to shape dig­
italization in ways that promote sustainable consumption. How­
ever, it seems that policy initiatives addressing digitalization and 
consumption have not yet achieved this. With this Forum article, 
we aim to contribute to a comprehensive, systemic policy ap­
proach to sustainable digitalization in the consumption sector. 
We do this in two steps. First, we provide illustrative examples 
of current policy approaches that are shaping the impact of dig­
italization on sustainable consumption. Second, we propose ap­
proaches for a systemic policy framework to promote sustainable 
consumption in the digital age.

Current policy agenda towards sustainable 
consumption in the digital age

Consumer policy approaches to digitalization
Ubiquitous data collection, unfair discrimination by algorithms, 
and the widespread use of so-called dark patterns threaten con­
sumer privacy and undermine digital sovereignty. From a sus-
tainable consumption perspective, these manipulations and pri­
vacy violations mean that online shopping overconsumption is 
encouraged (D4S 2022). A number of policy initiatives have been 
taken in the European Union (EU) to address these features of 
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digitalization. Below, we explain the regulatory approach under­
lying the most prominent policy initiatives from a consumer 
policy perspective. 

Privacy policy 
The EU’s General Data Protection Regulation (GDPR) (Regulation 
[EU] 2016/679) is seen as a global milestone for privacy protec­
tion and has inspired other governments to take similar initia­
tives (Heine 2021). However, the General Data Protection Regula­
tion has not yet curbed extensive data collection practices. While 
data protection authorities have been able to force digital compa­

nies to change certain aspects of their data-based business mod­
els, such as the conditions for obtaining consumer consent for 
data collection (CNIL 2022), the efforts required to enforce the 
General Data Protection Regulation, along with varying interpre­
tations of its legal ambiguities, have led to “uneven and some­
times non-existent enforcement” (EP 2021, margin no. 12).

Consumer rights  
The Digital Services Act (DSA) (Regulation [EU] 2022/2065) of 
2022 represents a major change in the regulation of digital plat­
forms. First, it establishes how digital platforms must behave in 
the market. It prohibits the manipulation of consumers through 
so-called dark patterns, targeted advertising aimed at children, 
and the use of sensitive data for targeted advertising. Second, the 
Digital Services Act holds platforms accountable for the systemic 
impact of their business models on society, including the erosion 
of consumer protection.

Algorithmic accountability
In response to the impact of artificial intelligence (AI) on issues 
such as autonomy, self-determination, and consumer privacy, 
the European Commission has put forward a new proposal for 
an EU legal framework for AI in 2021. If adopted, this Artificial 
Intelligence Act (AIA) (EC 2021) will take another step toward ac­
countability for digital businesses. AI systems will be classified 
into different risk classes, subject to certain conditions ranging 
from a ban to compliance with mandatory regulations and trans­
parency requirements. However, the risk assessment introduced 
by the proposed Artificial Intelligence Act is based only on the im­
pact of AI systems at the level of individuals – especially in rela­
tion to issues such as discrimination or wrong decisions with 
negative consequences for an individual. It does not consider the 
impact of AI systems on society, including the impact on the 

environment, such as reinforcing unsustainable consumption 
patterns (Smuha 2021).

Environmental policy initiatives relevant to consumption in  
a digital world 
Digital technologies pose a significant risk to sustainable con­
sumption, as they contribute both directly and indirectly to the 
increase in energy and material consumption in the digital world. 
In addition, new options for digital consumption further increase 
energy and material demand, and digital marketing strategies 
such as personalized advertising stimulate consumption needs 

and encourage the purchase of new products (D4S 2022). In the 
EU, several initiatives under the European Green Deal address 
sustainable consumption as a cross-cutting issue. In the follow­
ing, we explain the approach taken by environmental policy with 
regard to the impact of digitalization on sustainable consump­
tion.

Circular economy and sustainable products
The EU Circular Economy Action Plan (CEAP) aims to make al­
most all material goods in the EU market more environmental­
ly friendly, circular and energy efficient throughout their life cy­
cle, and to empower consumers for the green transition. As part 
of the Circular Economy Action Plan, the Sustainable Products Ini­
tiative (SPI) has proposed a regulation on ecodesign for sustain­
able products (EC 2022) that establishes a framework for eco­
design requirements for specific product groups. It builds on the 
existing Ecodesign Directive (Directive 2009/125/EC) (which cur­
rently covers only energy-related products) and targets almost all 
categories of physical goods. The legislation will ensure that con­
sumers have a sustainable choice of products on the EU market.

Digitalization as a tool for environmental policy
The Circular Economy Action Plan aims to use digitalization as a 
means to promote sustainable consumption. To this end, Digi­
tal Product Passports will be developed to help consumers and 
businesses make informed choices when purchasing products, 
facilitate repairs and recycling, and improve transparency about 
the environmental impact of a product’s lifecycle (Pietron et al. 
2023, in this issue). In addition to consumer policies aimed at 
combating misinformation, the Green Claims Initiative will re­
quire companies to substantiate their claims about the environ­
mental footprint of their products or services by quantifying them 
using standard methods. The aim is to make claims reliable, com­

It is necessary that both consumer and environmental policy approaches  
shape digitalization in ways that promote sustainable consumption.  
However, it seems that policy initiatives addressing digitalization and consumption 
have not yet achieved this.
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parable and verifiable across the EU, thereby curbing greenwash­
ing. As a result, the Dutch Consumer Markets Authority has tak­
en direct action by warning certain online retailers for making 
misleading marketing claims (Deeley 2022).

At the national level, Germany’s Digital Policy Agenda for the 
Environment aims to put digitalization at the service of the envi­
ronment, climate and nature, and to promote sustainable life­
styles through the use of digital solutions and the alignment of 
digital markets with sustainability requirements (BMU 2020). The 
agenda specifically addresses the incentives created by current 
digital business models to consume more instead of consuming 
sustainably. In order to steer consumers towards sustainable con­
sumption, the agenda obliges platforms to inform consumers 
about their sustainability credentials and to include sustainabil­
ity criteria in their recommendation algorithms.

An interim balance of current policy approaches to 
digitalization from a sustainable consumption perspective 
Summarizing regulatory approaches, we find that specific pol­
icies for the digital economy are increasingly emerging in the 
consumer sector. Step by step, digital companies are being held 
accountable for certain harms and risks caused by prevailing busi­
ness models. However, the impact of consumer policy on sustain­
able consumption remains limited. The goal of consumer poli-
cy is to protect individuals from the negative effects of digitaliza­
tion, for example, manipulation, discrimination or economic dis­
advantages. Consumer legislation in the digital sector can there­
fore indirectly support sustainable consumption, for example by 
taking action against manipulative and privacy-invasive business 
models. However, promoting sustainable consumption is not the 
explicit goal of current consumer policies.

As far as environmental policy is concerned, we mainly see 
various efforts to use the potential of digitalization to promote 
both a circular economy and information on sustainability for con­
sumers. However, the impact of digitalization on (unsustainable) 
consumer behavior remains largely unaddressed by environmen­

tal policy. In the platform economy, digital business models that 
are financially dependent on advertising reinforce unsustainable 
production and consumption patterns and exacerbate related en­
vironmental problems (Ramesohl et al. 2022, Gossen et al. 2022). 
Although environmental policies such as the German Digital Agen­
da for the Environment have begun to address these challenges, 
no policy approach has emerged that offers viable solutions. The 
role of digital platforms in particular, in promoting or prevent­
ing sustainable consumption patterns remains the “blind spot 
of platform regulation” (Ramesohl et al. 2022, p. 24).

A systemic policy approach for sustainable 
consumption in a digital world

Current digital strategy documents state that digitalization should 
serve the EU‘s goals and values, that is, promoting “a human-
centered, inclusive, secure and open digital environment where 
digital technologies and services respect and enhance Union prin­
ciples and values” (Decision [EU] 2022/2481, Art. 3[1][a]). How­
ever, as far as sustainable consumption is concerned, we note that 
we lack the tools to achieve this goal. We therefore argue that the 
European regulatory approach to digitalization should be com­
pletely rethought. Until now, policymakers and law enforcement 
agencies have been able to claim and prove damages and harms 
caused by digital business models. This regulatory logic should 
be reversed: because dominant digital platforms have massive 
impacts on society, consumers, and the environment, they should 
be held accountable for ensuring that these impacts are positive. 
This is an approach that is well established in other sectors of the 
economy. Infrastructure operators in services of general interest, 
such as electricity, water, or health services, are subject to exten­
sive regulation to ensure that this infrastructure benefits socie­
ty. This regulatory approach can also be applied to digital plat-
forms, as they represent the informational infrastructure of so­
ciety in the digital age (Busch 2021). Consequently, digital com­
panies should on the one hand be required to discontinue busi-
ness models that have obvious negative consequences for con­
sumers and society, and on the other hand they should be held 
accountable for continuously improving their impact on con­
sumers and society.

Putting an end to ubiquitous surveillance
The most salient and pressing issue to address when consider­
ing the negative consequences of digital business models is the 
manipulation system that has evolved through online advertis­
ing. In 2021, $ 455.30 billion will be spent on digital advertising, 
or 61 % of total media advertising spend (Insider Intelligence 

2021), resulting in commercial messages being ubiquitous and 
the average citizen being highly exposed to advertising on a dai­
ly basis. Moreover, not only the quantity but also the quality of 
advertising has changed. Efforts to increase the effectiveness of 
advertising in triggering purchases are diverse and include search 
engine optimization (SEO), personalization, big data, and ma­
chine learning. Studies show that personalized advertising drives 
impulsive buying behavior (Zafar et al. 2021) and that influenc­
er campaigns can stimulate purchase intentions (Jiménez-Cas­
tillo and Sánchez-Fernández 2019). >

Because dominant digital platforms have massive impacts on society,  
consumers, and the environment, they should be held accountable for ensuring  
that these impacts are positive.
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There are increasing calls to place limits on the collection, 
evaluation, and analysis of personal data that go beyond the 
standards of the General Data Protection Regulation, which can 
easily be undermined by consent. During the negotiations on the 
Digital Services Act, a group of members of the European Parlia­
ment advocated a ban on tracking-based advertising (Tracking-
free Ads Coalition 2021). Although these voices are not reflect­
ed in the final compromise, we are convinced that the idea will 
remain relevant. In addition, strict limits could be placed on the 
use of personal data. For example, data could only be used to pro­
vide a specific service, and disclosure to third parties would be 
prohibited (Bennett et al. 2021).

Currently, calls to restrict or ban tracking and collection of 
personal data are motivated by consumer and privacy concerns. 
Yet these calls have a strong link to environmental policy, as they 
would not only increase consumer autonomy but also reduce un­
sustainable consumption patterns. The motivation for tracking 
consumers is to promote consumption and increase revenue for 
advertisers and retailers. Thus, if consumers are not tracked, 
additional consumption will be limited. This will promote digi­
tal business models oriented toward the common good and sus­
tainability, which are currently limited to niche markets (Gossen 
et al. 2022).

Establishing positive accountability for the impact of  
digital platforms on consumers and society
Setting clear limits to digital business models that have signif­
icant negative impacts on consumers and the environment is 
essential to promoting sustainable consumption in the digital 
world, but it is not enough. Personalized advertising is just the 
tip of the iceberg in current digital business models. In Germa­
ny, for example, 34 % of the time consumers spend online is 
spent on websites and apps from Facebook and Alphabet, the 
parent company of Google and YouTube (Andree and Thomsen 
2020, p. 38). These two companies allocate 45 % of subsequent 
internet activity to other websites or apps (Andree and Thomsen 
2020, p. 38). This highlights the strong influence these platforms 
have on consumer behavior – and when you consider that both 
platforms rely on advertising as a source of revenue, it becomes 
clear how great their potential is to drive consumption.

To some extent, digital platforms are already held accounta­
ble for the impact of their business models on society through 
the Digital Services Act and the proposed Artificial Intelligence Act. 
We believe that this accountability should no longer be enforced 
only negatively through prohibitions on manipulation, invasion 
of privacy, or discrimination. Rather, platforms should be held 
accountable (and rewarded) for continuously improving their 
impact on consumers and society. For the impact of digital plat­
forms on consumption, this means that platforms should allow 
independent researchers access to their data so that these im­
pacts can be explored in detail – as well as the impact of digital 
platforms on society, for example through fake news and hate 
speech. Based on these findings, ways should be sought to turn 
negative impacts into positive ones. One important aspect will 

be to develop alternatives to advertising-based digital business 
models (Bennett et al. 2021), possibly based on micropayments 
for content use (Lanier 2014). Similarly, the impact of search, rec­
ommendation, and transaction processes on consumers should 
be monitored, and these processes should be designed to meet 
consumers’ interests and promote sustainable consumption. 
The largest online platforms should build a neutral choice ar­
chitecture that enables consumers to make the same choices 
they would make if they had the time, information, and incen­
tives necessary to make careful and deliberate choices (Fletcher 
et al. 2021).

How can we achieve such strong accountability in digital pol­
icy? The procedural approach for doing so has already been es­
tablished: the Institute of Electrical and Electronics Engineers 
(IEEE), a technology standards organization, has issued IEEE 
Standard 7000TM-2021 on “integrating ethical and functional re­
quirements to mitigate risk and increase innovation in systems 
engineering” (IEEE 2021). To determine the impact of IT sys­
tems on values in a given situation, one of the requirements of 
the standard is extensive stakeholder participation (Spiekermann 
2021).

However, aligning digital business models with consumer 
interests and the goal of sustainable consumption is obviously 
not in line with the interests of the dominant digital platforms. 
Therefore, positive accountability of digital platforms should be 
anchored in the regulatory system. Models for this exist in oth­
er areas of regulation: for decades, environmental law has re­
quired industry to continuously improve the environmental per-
formance of its products and industries. In the same vein, tech­
nology companies should be required to continuously improve 
their business models to promote both consumer interests and 
sustainable consumption.

Making this a legal requirement might be less demanding 
than expected: in consumer law, for example, the necessary shift 
could be achieved simply by reversing the burden of proof. Dig­
ital companies with market power would have to prove that user 
guidance and recommendation systems are not manipulative in 
the service of platform interests, but are aligned with consum­
er interests (Helberger et al. 2021, Fletcher et al. 2021). To meet 
this burden of proof, they would need to rely on standards for 
value-based engineering, such as the IEEE 7000TM-2021 men­
tioned above.

Outlook

The regulatory rethinking we call for is profound. Further re­
search, social dialogue, and policy agenda setting will be neces­
sary to make it a reality.

What may make the “positive accountability” approach attrac­
tive from a regulatory perspective is that it is a natural alterna­
tive to the current approach of “siloed” regulation, where spe-
cific concerns are addressed through specific rules. The disad­
vantages of such specific obligations are obvious, as they invite 



75Maike Gossen, Otmar Lell

GAIA 32/S1 (2023): 71 – 76

SPECIAL ISSUE: SUSTAINABLE DIGITALIZATION  |  FORUM

workarounds and unintentionally disadvantage smaller players 
(Friederici and Graefe 2021). The “positive accountability” ap­
proach would lead to a comprehensive assessment of digital busi­
ness models and introduce an integrated regulatory approach.

At the same time, it is important to note a limitation of the 
“positive accountability” approach. This arises from its basis in 
the synergies between consumer and environmental regulatory 
goals. If consumers support the idea of sustainable consumption, 
digital platforms will find many ways to address their needs and 
interests – by reducing commercial messages in general, favor­
ing sustainable consumption alternatives in searches, and devel­
oping recommendations and sustainable shopping assistants. 
But there will also be situations where there are conflicts be­
tween consumer interests and environmental policy goals, espe­
cially if we consider that current consumption levels in indus­
trialized nations far exceed planetary boundaries.

Such conflicts between consumer interests cannot be re­
solved by holding only digital corporations accountable for the 
environmental impacts of their IT systems and business models. 

Rather, it is necessary to set political limits on consumption-
driven resource use – just as there is political agreement on 
reducing climate gas emissions. Digital platforms will need to 
adapt their algorithms and business models to these limits, and 
digital accountability will need to be integrated into an even 
broader sustainable consumption strategy.
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